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Background and Motivation

⚫ Large language models (LLMs) have exhibited remarkable advancements across 

diverse domains. 

⚫ However, despite these accomplishments, the generalization ability of LLMs is not 

fully understood. 

⚫ The black-box nature of these models has led researchers to explore basic 

mathematical tasks as a means to gain insights into their generalization behaviors. 
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Examples

➢ For example, use 𝑛-digit addition (123+456 for 𝑛 = 3) or multiplication 

to train a model.

➢ Test on inputs with length no more than 𝑛 as in-distribution (ID) test such 

as 378+12 or 12+78

➢ Test on inputs with length greater than 𝑛 as out-of-distribution (OOD) test 

such as 9123+8456.
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Performance of LLMs on Arithmetic Tasks

Performance of arithmetic tasks among different prominent large language models (LLMs) 

including GPT-4, ChatGPT, GPT-3.5, Galactica, LLaMA, OPT, BLOOM, and GLM.

Source: Yang, Z., Ding, M., Lv, Q., Jiang, Z., He, Z., Guo, Y., ... & Tang, J. (2023). GPT can solve 

mathematical problems without a calculator. arXiv preprint arXiv:2309.03241.
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Our Study

⚫ Observations have revealed a distinct difference between ID generalization, 

where models perform well on familiar inputs, and OOD generalization, where 

they struggle with longer, unseen cases. 

⚫ The paper explores this generalization problem in more depth, focusing on the 

performance drop observed when models are tested on OOD domain.

⚫ Explore the generalization gap by investigating the mechanistic perspectives 

behind these behaviors, and using small-scale models to uncover insights that 

could apply to LLMs.
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Main Contributions

⚫ Showcasing the power of mechanistic empirical evaluation for LLM 

generalization: We train small generative language models (e.g., NanoGPT, 

MinGPT) on arithmetic tasks to directly investigate ID vs. OOD generalization.

⚫ Discovering learned structure for OOD generalization: The discernible algebraic 

structure and the equivalence generalization would hopefully guide robust essential 

solutions for strong OOD generalization.

⚫ Understanding the role of representations in generalization: We show that 

representation learning enables strong ID performance, while unanticipated 

extension of representations to OOD inputs leads to systematic errors.
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Model Details

We employ the model framework of GPT. We train several small-scale models, namely 

NanoGPT and MinGPT (Karpathy, mingpt), from random initialization using character-

level tokenization and the conventional next-token prediction objective. 
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Data Details

The dataset is structured as a concatenation of operand pairs in a natural order, with 

the reversed order of the operation results and padding before a, b, c.
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Generalization: Phenomenon

When training on 𝑛-digit, models generalize successfully on unseen n-digit inputs (in-

distribution generalization), but fail miserably and mysteriously on longer, unseen 

cases (out-of-distribution generalization).

addition multiplication
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Generalization: Phenomenon



14

Generalization: Algebraic Structure

The models map unseen OOD inputs to outputs with equivalence relations in the ID domain.

Equivalence Classes: 

The models learn a function (training, ID test, OOD test domains)
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Generalization: Algebraic Structure

Robustness: Different model scales and data sizes
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Generalization: Algebraic Structure

Robustness

• Encoding method

• Scope of the dataset and training scheme
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Generalization: Probability

probability
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Generalization: Representation

The representations gradually transition from disorderly to structured throughout the learning 

process. Initially, the representations appear random with colors mixed together. However, as the 

training progresses, the structure of the learned representations becomes increasingly refined, 

ultimately leading to a well-learned representation where each color is separated according to its 

true label.

the learning process: random initialization → well-trained model
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Discussion

⚫ Our study focused exclusively on arithmetic tasks, such as n-digit addition and multiplication 

problems. 

⚫ Defining ID and OOD domains for natural language is challenging. 

⚫ Equivalence relations allow the models to map inputs based on shared characteristics or 

properties and thus plays a key role in the generalization behaviors observed in arithmetic. 

However, much more efforts may be needed to establish clear-cut equivalence relations in 

NLP tasks.
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Extend to Other Mysterious Phenomena

Source: Jelassi et al., 2023.

The findings could be used to explain the mysterious phenomena on modular operations 

learned by Transformer models. 
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Further Research

⚫ Our new work on principled understanding of generalization: 

Xingcheng Xu, Zibo Zhao, Haipeng Zhang, and Yanqing Yang. “Relating the 

Seemingly Unrelated: Principled Understanding of Generalization for Generative 

Models in Arithmetic Reasoning Tasks.” arXiv preprint arXiv:2407.17963, 2024.
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Further Research

Source: Xu, Zhao, Zhang, and Yang. “Relating the Seemingly Unrelated: Principled Understanding of 

Generalization for Generative Models in Arithmetic Reasoning Tasks.” arXiv preprint arXiv:2407.17963, 2024.
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