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#### Abstract

A solution to the optimal problem for determining vector fields which maximize (resp. minimize) the transition probabilities for a class of reflecting diffusion processes is obtained in this paper. The approach is based on a representation for the transition probability density functions. The optimal transition probabilities under the constraint that the drift vector field is bounded are studied in terms of the HJB equation. We demonstrate by simulations that, even in one dimension, by considering the nodal set of the solutions to the HJB equation, the optimal diffusion processes exhibit an interesting feature of phase transitions.
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## 1. Introduction

The simple optimal control problem to determine vector fields $b(t, x)$ bounded by a constant $\kappa \geq 0$ which maximize (resp. minimize) the probability $p_{b}(s, x ; t, y)$ of diffusion processes

$$
\begin{equation*}
d X_{t}=b\left(t, X_{t}\right) d t+d B_{t} \tag{1.1}
\end{equation*}
$$

started at $X_{s}=x$ and ended at $X_{t}=y$ (where $B=\left(B_{t}\right)_{t \geq 0}$ is a Brownian motion) has been considered and solved explicitly in the previous work (Karatzas and Shreve, 1984, 1985; Qian et al., 2003; Qian and Zheng, 2002, 2004). The method utilized in Qian et al. (2003), Qian and Zheng (2002) is quite elementary and is based on the density version of the Cameron-Martin formula

$$
\begin{equation*}
p_{b+c}(s, x ; t, y)=p_{b}(s, x ; t, y)+\int_{s}^{t} \mathbb{E}_{\mathrm{s}, x}\left\{R_{s, r} c\left(r, X_{r}\right) \cdot \nabla_{\chi} p_{b}\left(r, X_{r} ; t, y\right)\right\} d r \tag{1.2}
\end{equation*}
$$

for $0 \leq s<t$, where $p_{b}(s, x ; t, y)$ denotes the transition probability density of $X_{t}$ defined by (1.1) under the condition that $X_{s}=\bar{x}$ with respect to the Lebesgue measure. Here $b(t, x)$ and $c(t, x)$ are two vector fields with at most linear growth, $\left(X_{t}, \mathbb{P}_{s, x}\right)$ is the weak solution to (1.1) in the sense of Stroock-Varadhan's article (Stroock and Varadhan, 1971), and $R_{s, r}$ is the Cameron-Martin density process

$$
\begin{equation*}
R_{s, t}=\exp \left[\int_{s}^{t} c\left(r, X_{r}\right) d W_{r}-\frac{1}{2} \int_{0}^{t}|c|^{2}\left(r, X_{r}\right) d r\right] \tag{1.3}
\end{equation*}
$$

[^0]where $W$ is the martingale part of $X$. A simple inspection gives the optimal solutions $b(t, x)= \pm \kappa(x-y) /|x-y|$, to which an explicit formula, in dimension one, for $p_{b}(s, x ; t, y)$ is given in Karatzas and Shreve (1984), Qian and Zheng (2002).

The question becomes difficult if we consider the simple optimal control problem for diffusion processes with barriers, which arise from many stochastic optimization problems for example in pricing problems for options.

Let $G \subseteq \mathbb{R}^{n}$ be a domain with a smooth boundary $\partial G$, and $\bar{G}$ denote its closure. We wish to locate a vector field $b(t, x)$ (for $t \geqq 0$ and $x \in \bar{G})$ bounded by $\kappa$, which maximizes (resp. minimizes) the probability $q_{b}(s, x ; t, y)$ (where $0 \leq s<t$, $x, y \in \overline{\bar{G}})$ of reflecting diffusion processes

$$
\begin{equation*}
d X_{t}=b\left(t, X_{t}\right) d t+d B_{t}+d L_{t} \tag{1.4}
\end{equation*}
$$

started at $X_{s}=x \in \bar{G}$ and finished at $X_{t}=y \in \bar{G}$, where $B=\left(B_{t}\right)$ is a Brownian motion in $\mathbb{R}^{n}, L$ is the local time of $X$ with respect to the boundary $\partial G$, so that $t \rightarrow L_{t}$ increases only on $\left\{t: X_{t} \in \partial G\right\}$. In this paper, we are going to establish the following

Theorem 1. Let $\kappa \geq 0$ be a constant. Given $y \in \bar{G}$ and $T>0$. Let $u^{ \pm}(t, x)$ (where $t \geq 0$ and $\left.x \in \bar{G}\right)$ be the unique solution to the terminal and boundary problem of the backward parabolic equation

$$
\begin{cases}\frac{\partial}{\partial t} u+\frac{1}{2} \Delta u \pm \kappa|\nabla u|=0, & \text { for } 0 \leq t<T, x \in G  \tag{1.5}\\ \lim _{t \uparrow T} u(t, x)=\delta_{y}(x), & \text { for } x \in \bar{G} \\ \left.\frac{\partial}{\partial v} u(t, \cdot)\right|_{\partial G}=0, & \text { for } 0 \leq t \leq T\end{cases}
$$

Define

$$
b_{\kappa}^{ \pm}(t, x)= \pm \kappa \frac{\nabla u^{ \pm}(t \wedge T, x)}{\left|\nabla u^{ \pm}(t \wedge T, x)\right|}
$$

for $t \geq 0$ and $x \in \bar{G}$. Let $q_{b}(s, x ; t, y)$ be the transition probability density of the diffusion defined by (1.4), where $b(t, x)$, defined on $[0, \infty) \times \bar{G}$, is a bounded, Borel measurable vector field such that $|b(t, x)| \leq \kappa$ for $t \geq 0$ and $x \in \bar{G}$. Then

$$
\begin{equation*}
q_{b_{k}^{-}}(t, x ; T, y) \leq q_{b}(t, x ; T, y) \leq q_{b_{k}^{+}}(t, x ; T, y) \tag{1.6}
\end{equation*}
$$

for all $0 \leq t<T$ and $x \in \bar{G}$.
Obviously, given $T$ and $y$, the bounds in (1.6) for $q_{b}(t, x ; T, y)$ are optimal, and (1.5) can be considered as the Hamilton-Jacobi-Bellman (HJB) equation for the optimization problem for $q_{b}(t, x ; T, y)$.

The semi-linear parabolic equations such as (1.5) have been studied in PDE literature (see e.g. Ladyženskaja et al. (1968)). In order to carry out explicit computations, one needs to consider the nodal set of the space-derivative $\nabla u(t, x)$, which also solves a non-linear parabolic equation. The study of nodal sets of solutions to semi-linear parabolic equations is however a difficult subject, and is far from complete. Interesting results may be found in the papers (Han and Lin, 1994; Lin, 1991) and etc.

In the case that $G=\mathbb{R}^{n}$, given $T>0$ and $y \in \mathbb{R}^{n}$ then $b^{ \pm}(t, x)=\mp \kappa(x-y) /|x-y|$, the radial direction vector fields, which have been determined in Qian et al. (2003), Qian and Zheng (2004). Here we propose a new method for determining the HJB equations for this optimization problem based on a representation for the perturbations of reflecting diffusion processes, which extends the approach in Qian et al. (2003) to reflecting diffusion processes.

The paper is organized as following. In Section 2, we establish a representation formula for the transition probability density of the reflecting diffusion process. Then, we present the proof of Theorem 1 by the study of the representation and the HJB equation. In order to gain further knowledge about the optimal transition probabilities $q_{b_{k}^{ \pm}}(t, x ; T, y)$ for the general case, we demonstrate, in Section 3, by numerical simulations that the optimal diffusion processes exhibit an interesting feature of phase transitions. Hence, the HJB equation may be equivalent to a free boundary problem.

## 2. Optimal bounds for reflecting diffusion processes

This section is devoted to the proof of Theorem 1.
The main ingredient in the proof of Theorem 1 is a density version of the Cameron-Martin formula for reflecting diffusion processes. Let $G \subseteq \mathbb{R}^{n}$ be an open subset with a smooth boundary $\partial G$, and $v$ denotes the outer unit normal vector fields along $\partial G$. Suppose $b(t, x)$ and $c(t, x)$ are two bounded (time-dependent) vector fields for $t \geq 0$ and $x \in \bar{G}$. Let $\left(X_{t}, \mathbb{P}_{s, x}\right)$ be the reflecting diffusion process with infinitesimal generator

$$
\mathscr{L}_{t, x}=\frac{1}{2} \Delta+b(t, x) \cdot \nabla
$$

with its state space $\bar{G}$, that is, $\mathbb{P}_{s, x}$ (for every $s \geq 0$ and $x \in \bar{G}$ ) is the solution to the martingale problem (see e.g. Stroock and Varadhan (1971)):

$$
M_{t}^{[f]}=f\left(t, X_{t}\right)-f\left(s, X_{s}\right)-\int_{s}^{t} \mathscr{L}_{r, X_{r}} f\left(r, X_{r}\right) d r
$$

is a local martingale (where $t \geq s$ ) for every $f \in C_{b}^{1,2}([0, \infty) \times \bar{G})$ such that $\left.\frac{\partial}{\partial \nu} f(t, \cdot)\right|_{\partial G}=0$ a.s. for all $t>0$. Define a family of probability measures $\mathbb{Q}_{s, x}$ by

$$
\begin{equation*}
\left.\frac{d \mathbb{Q}_{s, X}}{d \mathbb{P}_{s, x}}\right|_{\mathcal{F}_{t}}=R_{s, t}:=\exp \left\{\int_{s}^{t} c\left(r, X_{r}\right) \cdot d W_{r}-\frac{1}{2} \int_{s}^{t}|c|^{2}\left(r, X_{r}\right) d r\right\} \tag{2.1}
\end{equation*}
$$

where $s \leq t$, and $W$ is the martingale part of $X$ which is a Brownian motion in $\mathbb{R}^{n}$ under $\mathbb{P}_{s, \chi}$.
Lemma 2. Under above assumptions and notations. $\left(X_{t}, \mathbb{Q}_{s, x}\right)($ for $s \geq 0$ and $x \in \bar{G})$ is a reflecting diffusion process with its infinitesimal generator

$$
\tilde{\mathscr{L}}_{t, x}=\frac{1}{2} \Delta+(b(t, x)+c(t, x)) \cdot \nabla
$$

That is, for any pair $s \geq 0$ and $x \in \bar{G}$,

$$
\tilde{M}_{t}^{[f]}=f\left(t, X_{t}\right)-f\left(s, X_{s}\right)-\int_{s}^{t} \tilde{\mathscr{L}}_{r, X_{r}} f\left(r, X_{r}\right) d r
$$

is a local martingale for $t \geq s$ under the probability $\mathbb{Q}_{s, \chi}$, for every $f \in C_{b}^{1,2}([0, \infty) \times \bar{G})$ such that $\left.\frac{\partial}{\partial \nu} f(t, \cdot)\right|_{\partial G}=0$ for all $t>0$.

Proof. Without losing generality, we may assume that $s=0$ and $x \in \bar{G}$ is fixed. Under $\mathbb{P}_{0, x}, M^{[f]}$ is a local martingale for any $f \in C^{1,2}$ such that $\left.\frac{\partial}{\partial \nu} f(t, \cdot)\right|_{\partial G}=0$ for all $t>0$. Hence, according to the Girsanov theorem,

$$
M_{t}^{[f]}-\left\langle N, M^{[f]}\right\rangle_{t}
$$

is a local martingale under the probability $\mathbb{Q}_{0, x}$, where $N_{t}=\int_{0}^{t} c\left(r, X_{r}\right) \cdot d W_{r}$. Since the martingale part $W$ of $X$ is a Brownian motion, so that

$$
\left\langle N, M^{[f]}\right\rangle_{t}=\int_{0}^{t}\langle c, \nabla f\rangle\left(r, X_{r}\right) d r
$$

and therefore

$$
\tilde{M}_{t}^{[f]}=M_{t}^{[f]}-\int_{0}^{t}\langle c, \nabla f\rangle\left(r, X_{r}\right) d r=M_{t}^{[f]}-\left\langle N, M^{[f]}\right\rangle_{t}
$$

is a local martingale under $\mathbb{Q}_{s, x}$, which completes the proof.
By using Lemma 2, for $s<t$ and $x, y \in \bar{G}$ and the fact that both $q_{b}(s, x ; t, y)$ and $q_{b+c}(s, x ; t, y)$ are Hölder continuous, conditional on $X_{t}=y$, we may obtain that

$$
\begin{equation*}
\frac{q_{b+c}(s, x ; t, y)}{q_{b}(s, x ; t, y)}=\mathbb{P}_{s, t}^{x, y}\left[\exp \left\{\int_{s}^{t} c\left(r, X_{r}\right) \cdot d W_{r}-\frac{1}{2} \int_{s}^{t}|c|^{2}\left(r, X_{r}\right) d r\right\}\right] \tag{2.2}
\end{equation*}
$$

where $\mathbb{P}_{s, t}^{x, y}$ is the conditional probability $\mathbb{P}_{s, x}\left[\cdot \mid X_{t}=y\right]$, which is a probability measure on $\left(\Omega, \mathcal{F}_{t}\right)$ given via the density process

$$
\begin{equation*}
\left.\frac{d \mathbb{P}_{s, t}^{x, y}}{d \mathbb{P}_{s, x}}\right|_{\mathcal{F}_{r}}=\frac{q_{b+c}\left(r, X_{r} ; t, y\right)}{q_{b}(s, x ; t, y)} \quad \forall s<r<t \tag{2.3}
\end{equation*}
$$

Lemma 3. Let $b(t, x)$ and $c(t, x)$ be two bounded vector fields in $\bar{G}$, and assume that $b$ is smooth. Let $\left(X_{t}, \mathbb{P}_{s, x}\right)$ be the reflecting diffusion process with generator $\tilde{\mathscr{L}}_{t, x}$ as in Lemma 2. Then

$$
\begin{equation*}
q_{b+c}(s, x ; T, y)=q_{b}(s, x ; T, y)+\int_{s}^{T} \mathbb{P}_{s, x}\left[R_{s, r} c\left(r, X_{r}\right) \cdot \nabla_{x} q_{b}\left(r, X_{r} ; T, y\right)\right] d r \tag{2.4}
\end{equation*}
$$

for any $0 \leq s<T$, and any $x, y \in \bar{G}$, where $R$ is given in (2.1).
Proof. Let $s<T$ and $x, y \in \bar{G}$ be fixed. Then we have two positive martingales, one is the Cameron-Martin density $R_{t}=R_{s, t}$ given by (2.1), which is the exponential martingale of $N_{t}=\int_{s}^{t} c\left(r, X_{r}\right) \cdot d W_{r}$, so that

$$
\begin{equation*}
R_{t}=1+\int_{s}^{t} R_{r} c\left(r, X_{r}\right) \cdot d W_{r} \tag{2.5}
\end{equation*}
$$

for $s \leq t \leq T$, which defines the probability $\mathbb{Q}_{s, x}$. The another is the conditional probability density

$$
M_{t}=\frac{q_{b}\left(t, X_{t} ; T, y\right)}{q_{b}(s, x ; T, y)}, \quad \forall s<t<T
$$

which determines the conditional probability $\mathbb{P}_{s, T}^{x, y}$, which can be written as

$$
M_{t}=\frac{q_{b}\left(t, X_{t} ; T, y\right)}{q_{b}(s, x ; T, y)}=e^{\ln q_{b}\left(t, X_{t} ; T, y\right)-\ln q_{b}(s, x ; T, y)}
$$

Since $b$ is smooth, the martingale part of $\ln q_{b}\left(t, X_{t} ; T, y\right)-\ln q_{b}(s, x ; T, y)$ equals

$$
Z_{t}:=\int_{s}^{t} \nabla \ln q_{b}\left(r, X_{r} ; T, y\right) \cdot d W_{r}
$$

so that $M$ must coincide with the exponential martingale of $Z$, hence

$$
\begin{equation*}
M_{t}=1+\int_{s}^{t} M_{r} \nabla \ln q_{b}\left(r, X_{r} ; T, y\right) \cdot d W_{r} \tag{2.6}
\end{equation*}
$$

for $s<t<T$. By ((2.5), (2.6)) we have

$$
\langle M, R\rangle_{t}=\int_{s}^{t} M_{r} R_{r} c\left(r, X_{r}\right) \cdot \nabla \ln q_{b}\left(r, X_{r} ; T, y\right) d r
$$

and therefore

$$
M_{t} R_{t}-\langle M, R\rangle_{t}
$$

is a martingale up to $T$, with $M_{s} R_{s}=1$. Since both $q_{b+c}(s, x ; T, y)$ and $q_{b}(s, x ; T, y)$ possess the Gaussian bounds (see e.g. Aronson (1968), Stroock (1988)), therefore

$$
\begin{aligned}
\frac{q_{b+c}(s, x ; T, y)}{q_{b}(s, x ; T, y)} & =\mathbb{P}_{s, T}^{x, y}\left[R_{T}\right]=\lim _{\varepsilon \downarrow 0} \mathbb{P}_{s, T}^{x, y}\left[R_{T-\varepsilon}\right] \\
& =\lim _{\varepsilon \downarrow 0} \mathbb{P}_{s, x}\left[M_{T-\varepsilon} R_{T-\varepsilon}\right] \\
& =1+\mathbb{P}_{s, x}\left[\int_{s}^{T} M_{r} R_{r} c\left(r, X_{r}\right) \cdot \nabla \ln q_{b}\left(r, X_{r} ; T, y\right) d r\right] \\
& =1+\frac{1}{q_{b}(s, x ; T, y)} \mathbb{P}_{s, x}\left[\int_{s}^{T} R_{r} c\left(r, X_{r}\right) \cdot \nabla q_{b}\left(r, X_{r} ; T, y\right) d r\right]
\end{aligned}
$$

which completes the proof of the lemma.
Lemma 4. Let $\beta$ be a constant and $y \in \bar{G}$. Let $w(t, x)$ be the unique weak solution to the following non-linear parabolic equation

$$
\begin{equation*}
\frac{\partial}{\partial t} w=\frac{1}{2} \Delta w+\beta|\nabla w| \text { for } t>0 \text { and } x \in G \tag{2.7}
\end{equation*}
$$

subject to the initial and boundary conditions that

$$
\begin{equation*}
\left.\frac{\partial}{\partial v} w(t, \cdot)\right|_{\partial G}=0 \quad \text { for } t>0, \text { and } w(0, x)=\delta_{y}(x) \tag{2.8}
\end{equation*}
$$

Then both $w(t, x)$ and its weak derivative $\nabla w(t, x)$ are Hölder continuous for $t>0$ and $x \in \bar{G}$, and for any given $T>0$,

$$
\begin{equation*}
q_{V}(t, x ; T, y)=w(T-t, x) \quad \text { for } 0 \leq t<T \text { and } x \in \bar{G} \tag{2.9}
\end{equation*}
$$

where

$$
V(t, x)=\beta \frac{\nabla w(T-t, x)}{|\nabla w(T-t, x)|}
$$

and $V(t, x)=0$ for $t \geq T$.
Proof. According to the theory of parabolic equations (see e.g. Ladyženskaja et al. (1968)), the problem ((2.7), (2.8)) has a unique weak solution $w(t, x)$ which is Hölder continuous for $t>0$ and $x \in \bar{G}$. We need a bit more regularity of the solution $w(t, x)$. To this end, for $\varepsilon>0$ consider the semi-linear parabolic equation

$$
\begin{equation*}
\frac{\partial}{\partial t} w^{\varepsilon}=\frac{1}{2} \Delta w^{\varepsilon}+\beta \sqrt{\left|\nabla w^{\varepsilon}\right|^{2}+\varepsilon^{2}} \text { for } t>0 \text { and } x \in G \tag{2.10}
\end{equation*}
$$

subject to the same initial and boundary conditions (2.8). Then, there is a unique strong solution $w^{\varepsilon}(t, x)$ for every $\varepsilon>0$ which is smooth for $t>0$ and $x \in \bar{G}$. Let $w_{x}^{\varepsilon}=\nabla w^{\varepsilon}$ denote the space derivative. By taking derivatives in $x$ for Eq. (2.10),
we find that $w_{x}^{\varepsilon}$ solves the Dirichlet boundary problem

$$
\frac{\partial}{\partial t} w_{x}^{\varepsilon}=\left[\frac{1}{2} \Delta+\beta \frac{\nabla w^{\varepsilon}}{\sqrt{\left(\nabla w^{\varepsilon}\right)^{2}+\varepsilon^{2}}} \cdot \nabla\right] w_{x}^{\varepsilon} \text { for } t>0 \text { and } x \in G
$$

subject to the Dirichlet boundary condition along $\partial G$. Notice that

$$
\left|\beta \frac{\nabla w^{\varepsilon}}{\sqrt{\left(\nabla w^{\varepsilon}\right)^{2}+\varepsilon^{2}}}\right| \leq|\beta|
$$

is uniformly bounded, so according to Nash's theory (see e.g. Nash (1958), or (Fabes and Stroock, 1986; Stroock, 1988)), there is a convergent sequence $\left\{w_{x}^{\varepsilon_{n}}\right\}$ with $\varepsilon_{n} \downarrow 0$, which tends to the weak solution $W$ to the parabolic equation

$$
\frac{\partial}{\partial t} W=\left[\frac{1}{2} \Delta+\beta \frac{\nabla w}{|\nabla w|} \cdot \nabla\right] W
$$

subject to the Dirichlet boundary condition along the boundary $\partial G$ for $t>0 . W$ is Hölder continuous in $t>0$ and $x \in G$. $W$ is a modification of the weak derivative $\nabla w(t, x)$ for $t>0$ and $x \in G$. We may thus conclude that $\nabla w(t, x)$ is Hölder continuous in $(0, \infty) \times G$.

Given $T>0$, and the unique weak solution $w(t, x)$ to ((2.7), (2.8)), $u(t, x)=w(T-t, x)$ solves the backward parabolic equation

$$
\begin{equation*}
\frac{\partial}{\partial t} u+\frac{1}{2} \Delta u+\beta \frac{\nabla w(T-t, \cdot)}{|\nabla w(T-t, \cdot)|} \cdot \nabla u=0 \text { for } t>0 \text { and } x \in G \tag{2.11}
\end{equation*}
$$

subject to the initial and boundary conditions that

$$
\begin{equation*}
\left.\frac{\partial}{\partial v} u(t, \cdot)\right|_{\partial G}=0 \quad \text { for } t<T, \quad \text { and } \lim _{t \uparrow T} u(t, x)=\delta_{y}(x) \tag{2.12}
\end{equation*}
$$

Since $q_{V}(s, x ; t, y)$ is the fundamental solution of the linear parabolic equation

$$
\frac{\partial}{\partial t} u=\frac{1}{2} \Delta u+V(t, x) \cdot \nabla u
$$

subject to the Neumann boundary condition at boundary $\partial G$, hence, $(t, x) \rightarrow \tilde{u}(t, x)=: q_{V}(t, x ; T, y)$ solves the backward equation

$$
\begin{equation*}
\frac{\partial}{\partial t} \tilde{u}+\frac{1}{2} \Delta \tilde{u}+\beta \frac{\nabla w(T-t, \cdot)}{|\nabla w(T-t, \cdot)|} \cdot \nabla \tilde{u}=0 \text { for } t>0 \text { and } x \geq 0 \tag{2.13}
\end{equation*}
$$

subject to the same initial-boundary conditions ((2.11), (2.12)). By the uniqueness, we must have $\tilde{u}(t, x)=u(t, x)$ for $t<T$ and $x \in \bar{G}$. Hence

$$
q_{V}(t, x ; T, y)=w(T-t, x) \quad \text { for } t<T \text { and } x \in \bar{G}
$$

## Proof of Theorem 1

Now we have the major ingredients to prove Theorem 1. Let us explain the ideas leading to the conclusions in Theorem 1. According to the representation formula (2.4), it is apparent that the optimal probability $q_{b}(s, x ; T, y)$ is achieved when

$$
c(r, x) \cdot \nabla_{x} q_{b}(r, x ; T, y)
$$

has a definite sign for any $c(t, x)$ such that both $|b+c|$ and $|b|$ are bounded by $\kappa$. Thus for fixed $T>0$ and $y$, we want to find a vector field $b(t, x)$, which may depend on $T$ and $y$, such that $|b| \leq \kappa$, and $c(t, x) \cdot \nabla q_{b}(t, x ; T, y)$ is non-negative (resp. negative) for all $t<T$ and $x \in G$ for all $c(t, x)$ satisfying that $|c+b| \leq \kappa$. Clearly the best we can do is to choose $b(t, x)$ such that

$$
c(t, x)=A(t, x) \pm \kappa \frac{\nabla q_{b}(t, x ; T, y)}{\left|\nabla q_{b}(t, x ; T, y)\right|}
$$

where $A(t, x)=c(t, x)+b(t, x)$ so that $|A(t, x)| \leq \kappa$. That is, the optimal vector fields should satisfy the functional equation

$$
\begin{equation*}
b^{ \pm}(t, x)= \pm \kappa \frac{\nabla q_{b^{ \pm}}(t, x ; T, y)}{\left|\nabla q_{b^{ \pm}}(t, x ; T, y)\right|} \text { for } t \geq 0 \text { and } x \in \bar{G} \tag{2.14}
\end{equation*}
$$



Fig. 1. Derivative $\nabla w(t, x)$.

The question becomes to show the existence of such vector fields $b^{ \pm}(t, x)$. Suppose such vector fields exist, then $(t, x) \rightarrow$ $u(t, x):=q_{b} \pm(t, x ; T, y)$ is the unique (weak) solution of the Neumann boundary problem to the backward equation

$$
\begin{equation*}
\frac{\partial}{\partial t} u(t, x)+\frac{1}{2} \Delta u(t, x)+b^{ \pm}(t, x) \cdot \nabla u(t, x)=0 \text { for } 0<t<T \text { and } x \geq 0 \tag{2.15}
\end{equation*}
$$

subject to the terminal condition that $\lim _{t \uparrow \tau} u(t, x)=\delta_{y}(x)$ and the boundary condition that $\left.\frac{\partial}{\partial \nu} u(t, \cdot)\right|_{\partial G}=0$. Together with (2.14), $u(t, x)$ solves the initial and boundary problem to the semi-linear parabolic equation

$$
\begin{equation*}
\frac{\partial}{\partial t} u+\frac{1}{2} \Delta u \pm \kappa|\nabla u|=0 \text { for } 0<t<T \text { and } x \in G \tag{2.16}
\end{equation*}
$$

subject to the initial and boundary conditions above. By the general theory of parabolic equations, the previous problem (2.16) has a unique weak solution, see e.g. Ladyženskaja et al. (1968). The proof is complete.

## 3. The HJB equation: one dimensional case

The solution $w(t, x)$ to the HJB equation (with reflecting boundary) ((2.7), (2.8)) plays the dominating role in our discussion, thus it is interesting to look for its properties in order to gain further knowledge about the optimal probability $q_{b}(t, x ; T, y)$ where $|b| \leq \kappa$. We consider the case where $G=[0, \infty)$ and $y>0$.

Let $\beta(= \pm \kappa)$ be a constant. Recall that, for one dimensional case with $G=[0, \infty)$, the HJB equation for our optimization problem is the boundary problem

$$
\begin{equation*}
\frac{\partial}{\partial t} w=\frac{1}{2} \Delta w+\beta|\nabla w| \text { for } t>0 \text { and } x \geq 0 \tag{3.1}
\end{equation*}
$$



Fig. 2. Free boundary $s(t)$ for fixed $y>0$ demonstrating feature of "phase transition".
subject to the initial and boundary conditions that

$$
\begin{equation*}
\lim _{x \downarrow 0} \frac{\partial}{\partial x} w(t, x)=0 \quad \text { for } t>0, \quad \text { and } w(0, x)=\delta_{y}(x) . \tag{3.2}
\end{equation*}
$$

The solution $w(t, x)>0$ for all $t>0$ and $x \geq 0$ by the maximal principle and $w_{x}(t, x)=\frac{\partial}{\partial x} w(t, x)$ (for $t>0$ and $x \geq 0$ ) is Hölder continuous in $t>0$ and $x \geq 0$.

To gain more explicit information about the optimal bounds in (1.6), we need to understand the space derivative $\frac{\partial}{\partial x} w(t, x)$. For $t=\tau>0$ is sufficiently small

$$
w(\tau, x) \cong \frac{1}{\sqrt{2 \pi \tau}}\left\{e^{-\frac{(x-y)^{2}}{2 \tau}}+e^{-\frac{(x+y)^{2}}{2 \tau}}\right\}
$$

and

$$
w_{x}(\tau, x) \cong-\frac{1}{\sqrt{2 \pi \tau^{3}}} e^{-\frac{(x-y)^{2}}{2 \tau}}\left\{x-y+(x+y) e^{-\frac{2 x y}{\tau}}\right\}
$$

which implies that for $\tau>0$ small enough, $w_{x}$ has exactly one zero near $y$ other than 0 . According to the no-increasing theorem of zeros (see e.g. Angenent (1988), Matano (1982)), there are at most one zero of $w_{x}(t, x)$ in $(0, \infty)$ for every $t>0$. Let $s(t)=\max \left\{x \geq 0: w_{x}(t, x)=0\right\}$ for $t>0$. Then $s(t)>0$ for $t>0$ but small. The simulations below demonstrate that a phase transition takes place at some $\tau_{y, \beta}$. For $t<\tau_{y, \beta}$, the non-linear parabolic Eq. (3.1) may be described by a two-phase free boundary problem

$$
\frac{\partial}{\partial t} w=\frac{1}{2} \Delta w+\beta \nabla w \quad \text { for } 0 \leq x \leq s(t) \text { and } t \leq \tau_{y, \beta}
$$

and

$$
\frac{\partial}{\partial t} w=\frac{1}{2} \Delta w-\beta \nabla w \quad \text { for } x>s(t) \text { and } t \leq \tau_{y, \beta} .
$$

While after time $\tau_{y, \beta}$, the parabolic equation becomes one phase flow equation

$$
\frac{\partial}{\partial t} w=\frac{1}{2} \Delta w-\beta \nabla w \quad \text { for } x>0 \text { and } t>\tau_{y, \beta} .
$$

The numerical results of the derivative $\nabla w(t, x)$ for fixed $\beta=1$ and $y=0,1,5,10$, respectively, and $t \in[0.5,5]$ and $x \in[0,15]$ are shown in Fig. 1. Fig. 1 shows, as long as $y>0$, there is at most one root other than 0 to the equation $w_{x}(t, x)=0$ for every $t>0$. For $y>0$, there exists $\tau=\tau_{y, \beta}>0$, such that there is exactly one $s(t)>0$ for every $0<t<\tau_{y, \beta}$ such that $w_{x}(t, s(t))=0$, and for every $t \geq \tau_{y, \beta}$ there is no zero of $w_{x}(t, \cdot)$, i.e. $w_{x}(t, x)<0$, for any $x>0$. In Fig. 2, we have plotted the zeros $s(t)$ for fixed $y>0$ and $\beta=1$. The point which $s(t)$ crosses $t$-axis is the time $\tau_{y, \beta}$. So the initial and boundary problem ((3.1), (3.2)) may be equivalent to a free boundary problem.

## Declaration of competing interest

The authors declare that they have no known competing financial interests or personal relationships that could have appeared to influence the work reported in this paper.

## Data availability

No data was used for the research described in the article.

## Acknowledgments

The authors would like to thank Professor F. H. Lin for his helpful comments on the first version of the paper and for pointing out the Refs. Angenent (1988), Matano (1982) to our attention. X. Xu was supported by China Scholarship Council, Grant No. 201706010019.

## References

Angenent, S., 1988. The zero set of a solution of a parabolic equation. J. Reine Angew. Math. 390, 79-96.
Aronson, D.G., 1968. Non-negative solutions of linear parabolic equations. Ann. Scuola Norm. Sup. Pisa 3 (22), 607-694.
Fabes, E.B., Stroock, D.W., 1986. A new proof of moser's parabolic harnack inequality using the old ideas of Nash. Arch. Ration. Mech. Anal. 96 (4), 327-338.
Han, Q., Lin, F.-H., 1994. Nodal sets of solutions of parabolic equations. II. Comm. Pure Appl. Math. 47 (9), 1219-1238.
Karatzas, I., Shreve, S.E., 1984. Trivariate density of Brownian motion, its local and occupation times, with application to stochastic control. Ann. Probab. 12 (3), 819-828.
Karatzas, I., Shreve, S.E., 1985. Connections between optimal stopping and singular stochastic control. II. Reflected follower problems. SIAM J. Control Optim. 23 (3), 433-451.
Ladyženskaja, O.A., Solonnikov, V.A., Ural'ceva, N.N., 1968. Linear and Quasi-Linear Equations of Parabolic Type. American Mathematical Society.
Lin, F.-H., 1991. Nodal sets of solutions of elliptic and parabolic equations. Comm. Pure Appl. Math. 44 (3), 287-308.
Matano, H., 1982. Nonincrease of the lap-number of a solution for a one-dimensional semilinear parabolic equation. J. Fac. Sci. Univ. Tokyo Sect. IA Math. 29, 401-441.
Nash, J., 1958. Continuity of solutions of parabolic and elliptic equations. Amer. J. Math. 80 (4), 931-954.
Qian, Z., Russo, F., Zheng, W., 2003. Comparison theorem and estimates for transition probability densities of diffusion processes. Probab. Theory Related Fields 127 (3), 388-406.
Qian, Z., Zheng, W., 2002. Sharp bounds for transition probability densities of a class of diffusions. C. R. Math. Acad. Sci. Paris 335 (11), $953-957$.
Qian, Z., Zheng, W., 2004. A representation formula for transition probability densities of diffusions and applications. Stochastic Process. Appl. 111 (1), 57-76.

Stroock, D.W., 1988. Diffusion semigroups corresponding to uniformly elliptic divergence form operators. Séminaire de Probabilités XXII, 316-347.
Stroock, D.W., Varadhan, S.R.S., 1971. Diffusion processes with boundary conditions. Comm. Pure Appl. Math. 24, 147-225.


[^0]:    * Corresponding author at: Shanghai Artificial Intelligence Laboratory, Shanghai, China.

    E-mail addresses: qianz@maths.ox.ac.uk (Z. Qian), xuxingcheng@pku.edu.cn (X. Xu).

